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Adolescents engage in a wide range of risky behaviors that their
older peers shun, and at an enormous cost. Despite being older,
stronger, and healthier than children, adolescents face twice the
risk of mortality and morbidity faced by their younger peers. Are
adolescents really risk-seekers or does some richer underlying
preference drive their love of the uncertain? To answer that
question, we used standard experimental economic methods to
assess the attitudes of 65 individuals ranging in age from 12 to 50
toward risk and ambiguity. Perhaps surprisingly, we found that
adolescents were, if anything, more averse to clearly stated risks
than their older peers. What distinguished adolescents was their
willingness to accept ambiguous conditions—situations in which
the likelihood of winning and losing is unknown. Though adults
find ambiguous monetary lotteries undesirable, adolescents find
them tolerable. This finding suggests that the higher level of
risk-taking observed among adolescents may reflect a higher tol-
erance for the unknown. Biologically, such a tolerance may make
sense, because it would allow young organisms to take better
advantage of learning opportunities; it also suggests that policies
that seek to inform adolescents of the risks, costs, and benefits of
unexperienced dangerous behaviors may be effective and, when
appropriate, could be used to complement policies that limit their
experiences.
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Adolescents engage in more reckless, risky, and thrill-seeking
behaviors than their younger and older peers (1–3); they

have the highest rates of sexually transmitted diseases (4) and
criminal behaviors (5) of any age group, and even drive faster
than adults (6). The mortality and morbidity rates of adolescents
are 200% greater than their younger peers, an increase that has
been attributed to higher rates of what are traditionally called
“risky behaviors.” Whatever psychological features give rise to
these behaviors, they do not reflect flawed reasoning capabilities
or generally poor decision-making skills—those are much im-
proved in adolescents compared with younger children (7).
To protect adolescents from the consequences of their deci-

sions, modern societies deploy a range of tools. Legally enforced
age limits on gambling, drinking, driving, smoking, being able to
open a bank account, and make medical decisions all limit ad-
olescent engagement in high-risk behaviors. Educational pro-
grams inform adolescents of the risks and consequences of their
behaviors in the hope that they will limit dangerous behaviors on
their own.
We know that younger children show risk-related behaviors

clearly distinct from those of adults (8–10). Why do adolescents
make choices that dramatically increase their morbidity and mor-
tality rates compared with younger children (11)? What feature
of their decision making leads to these negative consequences?
Do adolescents acquire a taste for risk that fades with age, or is
a more subtle process at work?
To more fully understand behavior in risky situations, one can

decompose decision making into the distinct behavioral sub-
processes studied by psychologists and economists for nearly

half a century. Tversky and Kahneman (12), for example, char-
acterized decision making as the product of at least four distinct
parameters: (i) attitudes toward risk per se; (ii) attitudes toward
ambiguity; (iii) differential sensitivity to losses and gains; and (iv)
impulsiveness (or patience). In parallel, the main theoretical
approaches to the study of adolescent risk-taking in the psychology
literature have been Reyna and Brainerd’s (13) fuzzy trace theory
and imbalance theory (14, 15). Fuzzy trace theory identifies two
basic processes: (i) a more precise form of risk-based analysis
called “verbatim” thinking and (ii) a fuzzier “gist-based” method
for reasoning about risk and reward. Fuzzy trace theory postu-
lates that adolescents shift from verbatim to gist-based methods
over development. Imbalance theory proposes that all decision
makers rely on (i) a more precise frontocortical system and (ii) a
less precise and emotionally driven limbic-based system. The the-
ory hypothesizes that adolescents engage in more risky behaviors
because the limbic-based system predominates during adolescence.
Economists and psychologists have known for decades that one’s
willingness to engage in an ambiguous, risky, and potentially costly
behavior, like driving drunk, is determined by interactions among
multiple processes. To more deeply understand why adolescents
engage in risky behaviors it is necessary to examine each sub-
process as a function of age.
Here we focus on two subprocesses, central to the economic

approach, that have not been the subject of previous experimental
decomposition in adolescents, and are widely acknowledged as
central to understanding risk-related behaviors: a person’s taste
for risk—henceforth, technical risk attitude—and her taste for
ambiguity. The difference between risk and ambiguity in this
technical sense is driven by the information available when a de-
cision is made. As is standard practice in economics and psy-
chology, we define a subject’s technical risk attitude as her
willingness to accept offers when she knows the precise odds of
each possible outcome. We define her ambiguity attitude as her
willingness to accept offers when the precise odds of each
possible outcome are not known. Most people exhibit technical
risk aversion (16), preferring low risks to high risks, as well as
ambiguity aversion (17), preferring known risks to unknown
risks. Risk and ambiguity attitudes have been shown to be only
weakly correlated across individuals (18, 19), and we do not
know whether ambiguity contributes to adolescents’ risk-taking.
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Results
To investigate risk and ambiguity attitudes in adolescents, we
compared preferences for risky and ambiguous monetary lot-
teries in 33 adolescents (12–17 years old) and 32 adults (30–50
years old). All subjects completed a demographic form and
a battery of personality and intelligence tests. These results were
used as covariates to ensure that age-related differences in attitudes
toward risk and ambiguity were not due to systematic differences
in the underlying characteristics of the study participants.
Individual attitudes toward risk and ambiguity were assessed

using a standard incentive-compatible technique widely used in
economics (20) and neuroscience (19). In each of 160 choice
trials, subjects had to choose between a certain payoff of $5 and a
monetary lottery offering a chance to win more than $5 and a
chance to win nothing. Across trials, the parameters of the lottery
were varied systematically (in random order) to determine how
the magnitude of the potential win, probability of winning, and
ambiguity influenced a subject’s choices.
Each lottery was either technically risky or ambiguous, allowing

us to assess each subject’s aversion to known (risky) and unknown

(ambiguous) monetary risks. Fig. 1A depicts a technically risky
trial. Here, a subject chooses between a certain $5, an option
available on every trial, and a lottery with a 50% chance of
winning $50 or $0. Subjects were told that each image depicted a
stack of 100 poker chips, the number of chips of each color
represented by the size of the corresponding colored area and
the number written inside it. Because previous research has sug-
gested that people may behave differently when their choices are
hypothetical (21), we made the choices consequential. Subjects
were informed that at the end of the experiment, one trial would
be randomly selected and their decision on that trial would result
in real monetary consequences. If they picked the certain payoff
they would receive $5. If they picked a lottery they would reach
into a bag filled with red and blue poker chips, and if they drew
the winning color they would win between $5 and $125, depending
on the lottery.
Fig. 1B depicts an ambiguous trial; a choice between a certain

$5 or a lottery paying $20 or $0 with an ambiguous probability.
To create ambiguity, a gray occluder covering 50 of the poker
chips is displayed; the subject knows there are at least 25 red and
25 blue chips. The remaining 50 can be any combination of red
and blue, implying that the odds of winning $20 can be anywhere
from 25% to 75%. Fig. 1C presents the three possible ambiguous
lotteries. Increasing occluder size reduces information about the
contents of the bag, raising the level of ambiguity.
In our classical design (17), the objective winning probability

in each ambiguous lottery is exactly 0.5, because each color (red
and blue) is the winning color in half of the trials, and subjects do
not know whether a red or blue trial will be selected for play (17,
22). Thus, an ambiguity-neutral person should view all of these
ambiguous lotteries as the same as risky lotteries with a 50%
chance of winning. An extremely pessimistic, or ambiguity-averse,
individual would fear that the ambiguous offer (Fig. 1B) contains
only 25 red chips. She would thus treat this as a risky lottery with
a 25% chance of winning. An extremely optimistic, or ambiguity-
seeking, individual would behave as if there are 75 red chips in
the bag.
The simplest way to quantify technical risk and ambiguity

attitudes is to calculate the proportion of times each age group
chose a lottery over the certain option for each risk level. Fig. 2
depicts the proportion of trials in which subjects accepted the
lottery as a function of lottery amount in technically risky (left)
and ambiguous (right) trials. Both the adult and adolescent
exhibited some risk aversion by choosing the certain amount over
lotteries with higher average payoff. These subjects differed,
however, in the level of their risk aversion. Though the adult
always preferred the chance of $125 over the certain $5, the
adolescent did not. Even more striking is the difference in am-
biguous lottery choices. Recall that the objective winning prob-
ability for all of the ambiguous lotteries is 50%; a subject not
affected by ambiguity should make similar choices regardless of
the level of ambiguity. The adolescent subject in Fig. 2 indeed
made almost identical choices under the three levels. The adult,
however, showed a strong effect of ambiguity. This subject be-
haved as if the winning probability was the worst possible probability
under each ambiguity level; his choices of lotteries at 50% am-
biguity were similar to his choices of technically risky lotteries at
a 25% winning probability.
As Fig. 3 shows, these age-related differences were consistent

in our subject populations. In Fig. 3A we plot the overall pro-
portion of risky choices made by our adolescents against the
same measure in our adults at each of the five risk levels we
examined. If adolescents are more risk-seeking than adults in
the technical sense, then these points should lie above the main
diagonal of the graph. Fig. 3A shows that this is not the case;
all of the points lie on or below the 45° line. Our adolescents
unequivocally accept fewer risky lotteries than do their adult
counterparts. A two-way ANOVA confirms that these overall
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A=24% A=50% A=74%

B
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$50

Fig. 1. Experimental design. (A) Example of risky trial. The subject has
a choice between $5 and equal chances of winning $50 or nothing. (B) Ex-
ample of ambiguous trial. The subject has a choice between $5 and a lottery
that pays $20, with a probability that is not precisely known. (C) All am-
biguous lottery bags used in the experiment.
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age-related differences in technical risk attitude are statistically
significant (P = 0.012) in our sample.
Assessing overall ambiguity attitudes is slightly more compli-

cated because we must take into account the technical risk at-
titude of each individual before we calculate how much that risk
attitude is altered by ambiguity; this is because the ambiguous
lotteries offer a combination of both risk (at 50%) and ambi-
guity. We therefore computed the difference between the pro-
portion of times that a lottery of each ambiguity level was chosen
and the proportion of times that risky lotteries with a 50%

chance of winning were chosen. These 50% lotteries serve as
controls, differing only in the critical property of ambiguity. In
Fig. 3B we plot the risk-corrected overall proportion of ambig-
uous choices made by our adolescents against the same measure
in our adults at each of the three ambiguity levels. If adolescents
are more ambiguity tolerant than adults, these points should lie
above the main diagonal of the graph. As shown in Fig. 3B, this is
the case. All data points lie above the 45° line. Our adolescents
are more willing to accept ambiguous lotteries than are their adult
counterparts. A two-way ANOVA confirms that these overall age-
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Fig. 2. Single subject choice behavior. The graphs represent the proportion of trials in which an adult (A) and an adolescent (B) chose the lottery over the
sure amount (i.e., always equal to $5) as a function of the reward associated with the lottery, in risky (Left) and ambiguous (Right) trials. Dots indicate actual
choice behavior. Smooth curves are a result of fitting the data to our choice model.

A B

Fig. 3. Comparison of risk and ambiguity attitudes
in adolescents and adults. In A, each dot plots the
average proportion of times that a risky lottery,
characterized by a winning probability indicated next
to the dot, was chosen over $5 for sure by adoles-
cents (vertical axis) and adults (horizontal axis). In B,
each dot plots the average ambiguity attitude of
adolescents against the ambiguity attitude of adults
at each level of ambiguity, indicated next to the dot.
Error bars indicate SEM.
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related differences in ambiguity attitude are statistically signifi-
cant (P = 0.0139) in our sample.
This analysis suggests that adolescents are actually more

technically risk averse than young adults, but we also know that
they do take more risks in the real world. This paradox seems to
be explained by an increased ambiguity tolerance. It is not that
adolescents actually choose to engage in risks, but rather they are
willing to gamble when they lack complete knowledge. Of course
this simple analysis cannot control for socioeconomic or psycho-
logical factors. In what follows, we show that our results survive a
structural estimation that uses socioeconomic factors and psycho-
logical scales scores as covariates.
We derived structural estimates of risk and ambiguity attitudes

of the members of each age group by modeling the expected
utility (U) of each option under consideration with a widely used
power utility function that takes into account the effect of am-
biguity on perceived winning probability. This particular parame-
terization was described originally by Gilboa and Schmeidler (23)
and used in a similar manner by Levy et al. (19):

Uðp; A; vÞ =
�
p − β *

A
2

�
* vα;

where v is the associated dollar amount, p is the winning prob-
ability, A is the ambiguity level, α is a measure of technical risk
attitude, and β is a measure of ambiguity attitude. An individual
with α = 1 would be risk neutral, and would switch from choosing
the safe option to choosing a risky option when the latter option
has a higher expected value. A risk-seeking subject would show
an α > 1, a risk-averse subject would show an α < 1. A subject
with a β = 0 would be ambiguity neutral; a pessimistic subject
who viewed the uncertain component of any ambiguous lottery
as reducing the probability of winning would show a β > 0; and
an ambiguity-seeking, or optimistic, subject would show a β < 0.
Ambiguity aversion as specified above is thus a concept that is
very similar to pessimism.
Using maximum likelihood, we fitted choice data separately

for teenagers and adults with the following probabilistic choice
function:

Prðchose risky lotteryÞ = U1=μ
risky

U1=μ
risky + U1=μ

safe

;

classically used by Luce (24) as well as by Holt and Laury (21),
where μ is the noise parameter. Intuitively as the noise becomes
large, choice becomes more random.
Fig. 2 presents this analysis for the two representative subjects

in the fit lines. Fig. 4 presents group results. Because this analysis
pools data within each subject group, the significance tests must
respect the fact that the many choices in the dataset coming from
each individual subject are nonindependent. Our statistical model
therefore clustered SEs on individual subjects for the purpose of
significance testing.
Fig. 4A plots the degree of technical risk aversion (1 − α)

observed in adults (1 − α = 0.28 ± 0.07; mean ± SE) and ado-
lescents (0.45 ± 0.04), with α = 1 (1 − α = 0), indicating risk
neutrality. As in the nonparametric analysis, adolescents are more
risk averse than adults (Wald test, P = 0.0375). An opposite
pattern is observed in Fig. 4B, which plots the degree of ambi-
guity aversion (β). As in the nonparametric analysis, adolescents
tolerate more ambiguity (β = 0.34 ± 0.08) than adults (β = 0.71 ±
0.07; Wald test P = 0.0004). Adolescents and adults exhibit the
same degree of randomness in their behavior (μadolescent = 0.56 ±
0.06 vs. μadult = 0.57 ± 0.06, Wald test P = 0.830).
To control for socioeconomic and psychological factors, we

next performed a series of more complicated procedures. In the

first, we refit the structural model but included each individual’s
psychological attraction to desired objects [known as behavioral
approach scores (BAS); higher for less sensitive to rewarding
stimuli] and each individual’s psychological propensity to avoid
things that are unpleasant [behavior inhibition scores (BIS); higher
for less sensitive to nonrewarding stimuli] (25) as covariates with
the risk aversion parameter, the ambiguity aversion parameter, and
the noise parameter. Previous results in the literature suggest that
sensation-seeking and behavioral inhibition develop over the
lifespan and correlate with experimental as well as self-reported
real-life risk-taking practices (14, 26, 27). Our approach allowed
us to ask whether there was an independent effect of age group
on risk and/or ambiguity attitudes even when each individual’s
BIS/BAS scores were controlled for in the fitting process. When
these covariates were added, we found there was still a signifi-
cantly greater tolerance for risk in the adults and for ambiguity in
the adolescents. Detailed results are presented in Table S1.
We repeated the same type of analysis controlling for indi-

vidual differences in impulsivity [using all nine measures of the
Barratt Impulsiveness Scale (B11) as independent covariates]
(28). We found that systematic differences in impulsivity char-
acteristics between our groups do not drive the main result of the
paper (Table S2). In a similar way, we found that adolescents are
not more risk-seeking and are significantly more ambiguity tol-
erant than adults when we account for differences in sex, total
household wealth, number of siblings, and IQ score (Table S3).

A

B

Fig. 4. Estimated (A) risk aversion and (B) ambiguity aversion in adolescents
and adults.
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[We replicate our major findings using continuous age variable
(Table S4).]
To verify that adolescents in our sample did not differ on

common measures of risk-taking from adolescents that have been
previously studied, we administered the Adolescent Risk-Taking
Questionnaire (ARQ) (2), a premier measure of adolescent risky
behavior, to all of our adolescent subjects. Our adolescents’
behavior (Fig. S1) was well within 1 SD (and usually within
just one-half of the SD) of the scores reported by Gullone
et al. (2), confirming that our subjects were typical of their age
group in this regard.
The ARQ measures individual perceptions of different types

of behaviors and frequency of engaging in these behaviors, and it
is therefore interesting to examine the relationships between
responses on this questionnaire and our measures of technical
risk and ambiguity attitudes. It should be noted, however, that
this questionnaire does not control for or elicit individual beliefs
about the possible consequences of the studied behaviors, their
probabilities, and the precision of these probability estimates.
The indicated responses might therefore represent either in-
dividual technical risk attitudes or ambiguity attitudes or both. It
would be natural to expect ARQ scores to correlate with ambi-
guity attitudes in the domains where adolescents know little about
the consequences of their actions; in the domains they are familiar
with, we would expect a significant relationship with technical risk
attitude. In Table S5, we present results of our model fit using
ARQ scores as covariates. In line with intuition, we find that
adolescents who engage more frequently in reckless behaviors
(ARQ reckless) are significantly more ambiguity tolerant. Perhaps
contrary to one’s intuition, those that perceive rebellious behaviors
as more risky (ARQ rebel) are significantly more ambiguity tol-
erant in our measures. We also find that subjects less sensitive to
rewarding stimuli (higher BAS reward score) are more ambiguity
averse. To make sure that these results are robust, we control for
the psychological scores that came up as significant predictors of
risk and ambiguity attitudes in Tables S1–S3, as well as age and
site effects.

Discussion
By separating the basic building blocks of what is commonly
perceived as risky, we were able to gain a richer understanding of
adolescent behavior. The evolution of risky behaviors across the
lifespan is more complex than previously suspected, showing op-
posite patterns of age related changes in technical risk aversion and
ambiguity aversion. Our data suggest that what is commonly viewed
as increased risk-seeking in adolescents is driven not by preference
for technical risk per se, but rather by a greater tolerance for options
with consequences that have unknown probabilities. These results
are robust to different data analytic approaches and remain signif-
icant when we control for systematic differences in psychological
profiles and socioeconomic features.
Traditionally, research on the evolution of general risk attitudes

over the lifespan has focused on differences in decision-making
capacities (sensitivity to risk, probability estimation, etc.), emo-
tional development, neurological and biochemical development,
and social factors (29). All of these factors influence the likeli-
hood that an individual will engage in risky behaviors, such as
unprotected sex, drinking and driving, gambling, etc. (29), but
the contribution of each factor to such behaviors changes as a
function of age, with a pronounced effect of social and emotional
factors on adolescents (14, 15, 30–32). We note that other studies,
focused on technical risk, have found mixed evidence on age and
risk-taking behavior. Though some studies confirm our findings
that adolescents, at least those over 14 years of age, are not more
technically risk-seeking than adults (33, 34), other important and
well-regarded studies find that there are significant differences in
risk-taking that depend on, among other things, the magnitude of
the potential win (26, 27), providing compelling evidence that

technical risk attitudes are distinct in adolescence. Our unique
separation of ambiguity and risk at a within-subjects level allows
us to contribute a unique perspective on the basic processes
underlying the differences and similarities between adolescents
and adults.
Some psychological research suggests that individual risk

attitudes in domains such as financial, social, and health are
uncorrelated (35). One could thus argue that risk and ambiguity
attitudes in the monetary domain are not directly applicable to
other everyday decisions. These previous reports, however, did
not account for differences in subjects’ beliefs about outcome
probabilities across domains (36). In support of this interpre-
tation, Dohmen et al. (36) estimated that ∼60% of the variance
in risk-taking in different domains can be explained by one
common component, suggesting a stable risk attitude across all
contexts. Compatible with this finding, a recent study by our
group found very similar technical risk attitudes in choices about
money, food, and water at the within-subject level (37). More-
over, a rich body of literature (38–41) has shown that the ex-
ternal validity of tasks developed in the laboratory to measure
different subprocesses of risk-taking in the monetary domain is
generally high. All of these studies lead one to conclude that
differences in risk preferences are related to real-world risk-
taking in adolescents.
What distinguishes our study from previous studies on ado-

lescent risk-taking is that we focus on age-related differences in
the response to known vs. unknown risks. Although technical risk
aversion and ambiguity aversion might be thought of as one
process, our data suggest that these two measures follow sepa-
rate developmental paths. When we see young children engaged
in risky actions we do not think about them as risk-takers, but
rather we see them as curious about the world that surrounds
them. This process of learning continues throughout life, and our
results suggest that young people are equipped with a high tol-
erance for the unknown, a feature of this class of behavior.
Our results suggest that policies that aim to correct adolescent

decision making under risk by providing a safe and supervised
environment for learning by doing may in some cases be more
effective than those that rely on prohibition (42). Good examples
of tools that show great promise are drink-and-drive simulators
that give participants complete experience from a sober perspective
of driving while intoxicated. Decisions made in early childhood and
adolescence establish patterns of behaviors that we carry through-
out adulthood (43). Our data suggest the importance of under-
standing why adolescents make choices that are detrimental to
their health and well-being.

Materials and Methods
Subjects. A total of 65 subjects participated in the study: 33 adolescents
(12–17 y old, 17 female) and 32 adults (30–50 y old, 17 female). Subjects were
recruited in New York City and New Haven, CT, via traditional techniques
such as fliers and recruitment e-mails sent to local online communities. We
balanced the number of men and women in each age group and at each
location. All participants signed an informed consent. This research project
was approved by the University Committee on Activities Involving Human
Subjects at New York University and the Human Investigation Committee at
Yale University.

All potential subjects were screened for medications known to influence
decision making under risk, such as medications for attention deficit disor-
der, depression, or anxiety. Any potential subject who had recently been
medicated for one or more of these conditions was excluded from partici-
pating in the study. Only one person per household and family was allowed
to participate.

Procedures. Main task. In the first session, we assessed individual attitudes
toward risk and ambiguity using a standard incentive-compatible technique
widely used in both economics (20) and neuroscience/neuroeconomics re-
search (19). Upon arrival at the testing site, subjects were seated individually
in front of private computer stations where they received extensive
instructions and training. After they understood the task and had passed a
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detailed task comprehension test, they were allowed to proceed to the
experiment itself.

The procedure consisted of 160 choice situations (trials) that presented
a choice between one of two monetary options. One option was always
a certain payoff of $5, the other was a lottery that might pay more than $5
but might also pay $0. On half of the trials, outcome probability was precisely
specified (technical risk; Fig. 1A); on the other half, information about
outcome probability was partially hidden, rendering the probability am-
biguous (Fig. 1 B and C ). Across trials, the details of the lottery were varied
systematically (in random order) to determine how probability of winning
(13%, 25%, 38%, 50%, and 75%), the magnitude of the potential win ($5,
$8, $20, $50, and $125), and ambiguity about the probability of winning
(24%, 50%, and 74% ambiguity around a probability of 50%) influenced
choices. All potential rewards were fully crossed with each level of risk and
ambiguity, yielding 40 unique lotteries. Each unique lottery was presented
four times, counterbalancing the side where it appeared on the screen and
the winning color, resulting in a total of 160 choice trials. Winning proba-
bilities were chosen to be within a range where the probability weighting
function has been previously shown to be relatively linear (12, 44, 45). In
each trial, subjects made their choice using a computer keyboard. Two
blocks of 80 trials each were presented interleaved with symmetrically
structured blocks of loss trials, where the subject could choose to lose $5 for
sure or play a lottery that would result in a loss (from $5 to $125) with the
corresponding losing probabilities and ambiguity levels as in the gain trials.
The order of gain and loss blocks was counterbalanced within each age
group and site. Results from the loss trials will be reported elsewhere.

After making all 320 pairwise decisions, the subject drew a number out of
a bag to determine forwhich trials shewould be paid. If she picked the certain
payoff on that trial, she received that amount. If she picked a lottery, she

would reach into a bag filled with red and blue poker chips, and if she drew
the winning/loosing color she would realize the amount specified by the
lottery. We endowed subjects with $125 in the beginning of the study.
Additionally, subjects received a $10 fee for participating in the experimental
session and $30 for participating in the questionnaire session.

Subjects who chose $5 lotteries over getting $5 for sure more than half of
the times were excluded from the parametric analysis because we cannot in
principle infer their risk and ambiguity preferences (46). There were two such
subjects, one adolescent and one adult.
General measures. In a separate session, subjects completed an extensive de-
mographic form and underwent a battery of psychological tests [BIS/BAS
scales (25), the B11 Impulsivity Scale (28), the Domain-Specific Risk-Taking
Scale for adults (35), and the ARQ (2)]. We estimated IQ using the nonverbal
part of Kaufman Brief Intelligence Test 2. We measured numeracy skills
using the numeracy module of the Health and Retirement Study done by the
US Department of Health and Human Services (47). All measures were taken
after subjects had performed the main task.

Adolescents: Special Procedures. Each teenager provided a signed consent
form from their parents. Accompanying parents and caregivers were com-
pensated at a rate of $10/h. Teenagers filled out a different demographic
form than adult subjects, and their parents or guardians were asked to
complete a demographic form as well.
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Fig. S1. Adolescent Risk-Taking Questionnaire scores. The red dots are the average scores of adolescents that participated in this study (± 1 SD). The gray bars
indicate the scores obtained by Gullone et al. (1) in a representative sample of adolescents (mean ± 1 SD).

Table S1. Analysis of risk and ambiguity attitudes, including
behavioral inhibition scores (BIS) and behavioral approach
scores (BAS) scores as covariates

α β μ

Adolescent −0.165* −0.417*** −0.113
(−2.13) (−4.42) (−1.63)

Site 0.158 −0.079 0.082
(1.88) (−0.55) (0.83)

BAS drive −0.008 −0.033 0.008
(−0.47) (−1.07) (0.51)

BAS fun −0.002 0.009 −0.008
(−0.10) (0.20) (−0.26)

BAS reward −0.065 0.138* 0.025
(−1.49) (2.03) (0.59)

BIS 0.027 −0.027 −0.094**
(0.97) (−0.71) (−2.97)

Constant 0.879*** 0.542 1.110***
(3.31) (0.93) (4.30)

No. of observations 10,391

Z statistics in parentheses. Robust SEs clustered on subject. *P < 0.05;
**P < 0.01; ***P < 0.001.

1. Gullone E, Moore S, Moss S, Boyd C (2000) The Adolescent Risk-Taking Questionnaire: Development and psychometric evaluation. J Adolesc Res 15:231–250.
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Table S2. Analysis of risk and ambiguity attitudes, including
impulsivity scores (B11) as covariates

α β μ

Adolescent −0.317*** −0.349* 0.061
(−3.58) (−2.15) (0.67)

Site 0.118 −0.107 0.063
(1.19) (−0.54) (0.69)

First-order B11 factors
Attention 0.029 −0.083 −0.055

(0.85) (−1.07) (−1.60)
Motor −0.016 0.039 −0.073*

(−0.36) (0.70) (−2.01)
Self-control 0.039 0.092 0.026

(0.97) (0.82) (0.46)
Cognitive complexity −0.051 0.054 0.022

(−1.70) (1.06) (0.90)
Perseverance −0.007 −0.046 0.094

(−0.14) (−0.35) (1.43)
Cognitive instability 0.011 −0.019 −0.031

(0.37) (−0.35) (−1.05)
Second-order B11 factors

Attentional 0.036 −0.010 0.038
(1.28) (−0.17) (1.12)

Motor −0.124* 0.013 0.013
(−2.22) (0.13) (0.20)

Nonplanning 0.019 −0.070 −0.068**
(1.16) (−1.56) (−2.79)

Constant 1.042** 0.875 1.085**
(3.06) (1.26) (3.04)

No. of observations 10,391

Z statistics in parentheses. Robust SEs clustered on subject. *P < 0.05;
**P < 0.01; ***P < 0.001.

Table S3. Analysis of risk and ambiguity attitudes, including
socioeconomic factors as covariates

α β μ

Adolescent −0.153 −0.406** −0.088
(−1.46) (−3.10) (−0.93)

Site 0.136 0.010 0.216*
(1.55) (0.07) (2.25)

Male 0.061 0.093 0.072
(0.76) (0.69) (1.03)

Household wealth 0.000 0.000 0.000
(0.11) (−0.24) (1.66)

No. of siblings −0.021 −0.002 0.039
(−0.45) (−0.02) (0.83)

IQ score 0.002 0.004 −0.011**
(0.65) (0.69) (−3.26)

Constant 0.456 0.211 1.711***
(1.42) (0.28) (3.89)

No. of observations 10,231

Wealth is self-reported household wealth; for adolescents, this measure
was obtained from a questionnaire completed by parents or legal guardians.
Z statistics in parentheses. Robust SEs clustered on subject. *P < 0.05; **P <
0.01; ***P < 0.001.
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Table S4. Model estimation using age as a continuous variable
and age/sex interaction

Age and constant
regressors only Age/sex interaction

α β α β

Age 0.005 0.017** 0.066* 0.080
(1.08) (2.72) (2.30) (1.10)

Site 0.115 −0.300
(1.37) (−1.70)

Male 0.899 −1.029
(0.97) (−0.54)

Male* age −0.052 0.073
(−0.81) (0.57)

B11 motor −0.034
(−0.80)

BAS reward 0.259
(1.93)

Constant 0.524*** 0.114 −0.318 −1.900
(5.32) (0.73) (−0.80) (−1.46)

No. of observations 10,391 5,270

We replicate all of the major findings of the paper using a continuous age
variable instead of an age dummy variable. The table presents results of two
separate estimation procedures. The right columns present a richer model,
controlling for site effects and relevant psychological scores. We did not find
any significant age/sex interactions, meaning that risk and ambiguity atti-
tudes of female and male subjects in our sample change at the same pace as
they age. Z statistics in parentheses. Robust SEs clustered on subject. *P <
0.05; **P < 0.01; ***P < 0.001.

Table S5. Analysis of risk and ambiguity attitudes of adolescents,
including Adolescent Risk-Taking Questionnaire (ARQ) scores
as covariates

Behavioral ARQ Perceptual ARQ

α β α β

Age 0.073* 0.098 0.054 0.033
(1.98) (1.02) (1.74) (0.38)

Site 0.240 −0.302 0.152 −0.434*
(1.70) (−0.71) (1.57) (−2.49)

ARQ thrill-seeking 0.067 0.020 −0.146 0.169
(0.84) (0.13) (−1.57) (0.87)

ARQ rebellious −0.028 0.163 0.066 −0.381*
(−0.29) (1.07) (0.70) (-2.53)

ARQ reckless 0.396 −1.004* 0.018 0.121
(1.43) (−2.11) (0.17) (0.56)

ARQ antisocial −0.128 0.425 −0.031 0.014
(−0.87) (1.18) (−0.28) (0.07)

B11 motor −0.043 −0.019
(−1.54) (−0.51)

BAS reward 0.388** 0.315**
(3.13) (2.70)

Constant −0.354 −3.247* −0.124 −1.110
(−0.70) (−2.28) (−0.24) (−0.63)

No. of observations 3,357 5,270

Site is a dummy variable that indicates whether the subject participated in
the study in New York City or in New Haven, CT (equal to 1 for participants in
New York City). Z statistics in parentheses. Robust SEs clustered on subject.
*P < 0.05; **P < 0.01; ***P < 0.001.
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